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Entanglement asymmetry (EA) has emerged as a powerful tool for characterizing symmetry breaking in

quantum many-body systems. In this Letter, we explore how symmetry is dynamically broken through the lens

of EA in two distinct scenarios: a non-symmetric Hamiltonian quench and a non-symmetric random quantum

circuit, with a particular focus on U(1) symmetry. In the former case, symmetry remains broken in the subsystem

at late times, whereas in the latter case, the symmetry is initially broken and subsequently restored, consistent

with the principles of quantum thermalization. Notably, the growth of EA exhibits unexpected overshooting

behavior at early times in both contexts, contrasting with the behavior of charge variance. We also consider

dynamics of non-symmetric initial states under the symmetry-breaking evolution. Due to the competition of

symmetry-breaking in both the initial state and Hamiltonian, the early-time EA can increase and decrease, while

quantum Mpemba effects remain evident despite the weak symmetry-breaking in both settings.
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1. Introduction. Symmetry breaking is a ubiquitous

phenomenon across all branches of physics. A well-known

example is the Higgs mechanism [1] in particle physics,

where the vacuum state of the universe causes differ-

ent particles to acquire mass, spontaneously breaking the

electroweak symmetry. This type of symmetry breaking,

which occurs without external influences, is referred to as

spontaneous symmetry breaking (SSB). In contrast, a sym-

metry can also be explicitly broken when the Hamiltonian

describing the system directly breaks the symmetry. How

symmetry breaks dynamically in this case is an interesting

fundamental question to explore.

Symmetry properties are also closely related to the

concept of quantum thermalization [2–6] for generic quan-

tum many-body systems. In general, when a closed quan-

tum system evolves with a chaotic Hamiltonian, the re-

duced density matrix of a small subsystem 𝑎 thermalizes to

the equilibrium finite-temperature state: 𝜌𝑎 ∝ exp(−𝛽𝐻̂𝑎)

where 𝐻̂𝑎 is the Hamiltonian of the subsystem and 𝛽 is

a Lagrangian multiplier determined by the initial energy

density. Symmetry is restored at later times for symmetric

Hamiltonian 𝐻̂𝑎, since [𝑄̂𝑎, 𝜌𝑎] = 0 where 𝑄̂𝑎 represents

the corresponding symmetry generator. However, if 𝐻̂𝑎

does not respect the symmetry, the reduced density matrix

𝜌𝑎 at late times is non-commuting with 𝑄̂𝑎. In this case,

symmetry breaking persists even if the system begins in a

symmetric state. It is important to distinguish this explicit

breaking from SSB. In the thermodynamic limit, SSB en-

ables a low-temperature symmetric initial state to evolve

dynamically into a symmetry-broken steady state. In con-

trast, for finite-size systems, SSB cannot occur, and the

equilibrium state must retain the symmetry of the Hamil-

tonian.

Apart from the richness of the late-time behavior,

early-time dynamics have also garnered significant atten-

tion. For example, the Mpemba effect, [7] which claims that

hot water freezes faster than cold water, has been widely

explored in both classical and quantum contexts. [8–23] Re-

cently, quantum Mpemba effect (QME) was reported in in-

tegrable systems and chaotic systems. [24–26] QME refers to

the phenomenon where, during relaxation toward a steady

state value, the time evolution curves of a physical quan-

tity for different initial conditions cross each other. For in-

stance, U(1)-symmetry restoration occurs more rapidly for

more asymmetric initial states under the U(1)-symmetric

Hamiltonian quench. [27–37] This finding was subsequently

explored in various other settings [38–47] and experimen-

tally realized on a trapped-ion quantum simulator. [48]

Previous studies [24,25] have primarily focused on char-

acterizing symmetry restoration when an asymmetric ini-

tial state evolves under a symmetric Hamiltonian or ran-

dom circuit. In contrast, this Letter examines the dy-

namical aspects of symmetry breaking, exploring the be-

havior of symmetric and asymmetric initial states under

non-symmetric evolution. [49] In addition, due to experi-

mental limitations, symmetric evolutions are often affected

by noise and defects, resulting in non-symmetric contribu-

tions as well. In such cases, can symmetry restoration

still occur, or does symmetry breaking become more pro-

nounced over time? Additionally, how does QME behave

in the presence of symmetry-breaking interactions? Ad-

dressing these questions offers a more comprehensive un-

derstanding of symmetry and symmetry breaking in quan-

tum many-body systems.
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In this Letter, we investigate and compare the dy-

namics of symmetry breaking with two distinct models:

a non-symmetric random circuit [50] and a non-symmetric

Hamiltonian evolution, each with different symmetric and

asymmetric initial states. To characterize the extent of

symmetry breaking in subsystem 𝑎, we employ the met-

ric of entanglement asymmetry (EA), [24] which has been

extensively utilized as a measure of symmetry breaking in

quantum field theories [51–53] and out-of-equilibrium many-

body systems. [39,41,54]. EA is defined as

Δ𝑆𝑎 = 𝑆(𝜌𝑎,𝑄)− 𝑆(𝜌𝑎) . (1)

Here, 𝑆(𝜌𝑎) denotes the standard Von Neumann entropy

of subsystem 𝑎, and 𝜌𝑎,𝑄 =
∑︀

𝑞∈Z Π𝑞𝜌𝑎Π𝑞 where 𝑄̂𝑎 =∑︀
𝑖∈𝑎 𝜎

𝑧
𝑖 in case of U(1) symmetry and Π𝑞 is the projector

onto eigenspace of 𝑄̂𝑎 with charge 𝑞. Consequently, 𝜌𝑎,𝑄
is block diagonal in the eigenbasis of 𝑄̂𝑎. The EA satis-

fies two key properties: (1) Δ𝑆𝑎 ≥ 0 since the EA is the

relative entropy between 𝜌𝑎,𝑄 and 𝜌𝑎. (2) Δ𝑆𝑎 = 0 if and

only if 𝜌𝑎,𝑄 = 𝜌𝑎. In random circuit settings, E[Δ𝑆𝑎] is

employed as the circuit-averaged value of Δ𝑆𝑎. Note that

the symmetry for subsystem mixed states investigated here

corresponds to the weak symmetry in Refs. [55,56]. In par-

allel with the analysis of EA, we also compute the charge

variance (CV) 𝜎2
𝑄 = ⟨𝑄̂2⟩ − ⟨𝑄̂⟩2, where 𝑄̂ =

∑︀𝐿
𝑖=1 𝜎

𝑧
𝑖 .

This quantity serves as a measure of charge fluctuations

within the system, offering a complementary perspective

on symmetry breaking.

For a non-symmetric Hamiltonian evolution, we find

that U(1) symmetry cannot be restored in a subsystem,

which can be explained by the late-time reduced density

matrix relaxing to the form exp(−𝛽𝐻̂𝑎), where 𝐻̂𝑎 ex-

plicitly includes symmetry-breaking terms. In this sce-

nario, the EA shows nontrivial overshooting at early times,

characterized by a peak in EA that significantly exceeds

its late-time saturation value. This behavior contrasts

with other symmetry-breaking measures like CV and mir-

rors the thermal overshooting of the classical Mpemba

effect, [11] where systems transiently exceed their equilib-

rium temperature. Furthermore, the QME originating

from symmetric evolution disappears when the strength of

symmetry breaking in the evolution exceeds some thresh-

olds.

In the case of non-symmetric random circuits, we show

that U(1) symmetry for a small subsystem can still be re-

stored regardless of the initial states. As a result, EA also

exhibits overshooting at early times. Additionally, QME

appears at early times, unless all U(1)-symmetric gates are

replaced by random Haar gates, where EA dynamics are

the same for different U(1)-asymmetric initial states.

2. Setup. To study dynamics in these systems, we con-

sider three initial states: the ferromagnetic state |000...0⟩,
the antiferromagnetic state |0101..1⟩, and the domain-wall

state |000..111⟩, where the domain wall is positioned at the

center of the chain. To incorporate the effect of symmetry

breaking in the initial state, we introduce tilted ferromag-

netic states, [24,25] defined as

|𝜓𝑖(𝜃)⟩ = exp

(︃
−i
𝜃

2

∑︁
𝑗

𝜎𝑦
𝑗

)︃
|000...0⟩ , (2)

where 𝜎𝑦
𝑗 is the Pauli-𝑦 matrix on the 𝑗-th qubit, and 𝜃 is

a tuning parameter controlling the strength of symmetry

breaking in the initial state. When 𝜃 = 0, equation (2)

is U(1)-symmetric with zero EA. As 𝜃 increases, the EA

grows, reaching its maximum value at 𝜃 = 𝜋/2. The tilted

antiferromagnetic and tilted domain wall states are con-

structed in a similar manner.

The random circuit architecture consists of two-qubit

U(1)-symmetric gates and Haar-random gates arranged in

a brick-wall pattern. The U(1)-symmetric gates have a

block-diagonal matrix structure, with each block indepen-

dently sampled from the Haar measure. [57–59] The effect of

symmetry breaking depends on the density (doping prob-

ability) of random Haar gates without U(1) symmetry, de-

noted as 𝑃Haar. The time unit in the circuit is defined by

the application of two consecutive layers of gates. E[Δ𝑆𝑎]

is computed by averaging over 5000 circuit configurations.

We also investigate Hamiltonian dynamics where

the state |𝜓𝑖(𝜃)⟩ undergoes unitary evolution by

exp(−i𝐻𝑡)|𝜓𝑖(𝜃)⟩, and the Hamiltonian is

𝐻 = −1

4

𝐿∑︁
𝑗=1

(︀
𝜎𝑥
𝑗 𝜎

𝑥
𝑗+1 + 𝛾𝜎𝑦

𝑗 𝜎
𝑦
𝑗+1 +Δ1𝜎

𝑧
𝑗𝜎

𝑧
𝑗+1

)︀
−Δ2

𝐿∑︁
𝑗=1

(︀
𝜎𝑥
𝑗 𝜎

𝑥
𝑗+2 + 𝜎𝑦

𝑗 𝜎
𝑦
𝑗+2 + 𝜎𝑧

𝑗𝜎
𝑧
𝑗+2

)︀
. (3)

Here, 𝐿 denotes the total system size, while Δ1 and Δ2

represent the coefficients for nearest-neighbor and next-

nearest-neighbor interactions, respectively. Δ2 introduces

non-integrability, and 𝛾 controls the strength of symme-

try breaking. Periodic boundary conditions are imposed

in both contexts.

3. U(1)-Symmetric Initial States with U(1) Non-

Symmetric Hamiltonian. All numerical simulations are

performed using the TensorCircuit-NG package. [60] Here,

we investigate the dynamics of symmetry breaking under

an integrable Hamiltonian 𝐻1 with Δ1 = 0.4 and Δ2 = 0,

and a non-integrable Hamiltonian 𝐻2 with Δ1 = 0.4 and

Δ2 = 0.05, with system size 𝐿 = 12 sites. As revealed

in Figs. 1(a) and 1(b), EA for various different Hamilto-

nian symmetry-breaking 𝛾 exhibits peaks at early times

that are much larger than steady values. Furthermore,

the peak value of the EA, (Δ𝑆𝐿/3)max, is found to be cor-

related with the strength of symmetry breaking, 1 − 𝛾,

for different symmetric initial states as shown in Fig. 1(c),

where EA of the ground state of 𝐻1 follows the same

trend. Notably, the peak heights nearly coincide between

the ferromagnetic and domain wall states, as the early-

time peak primarily depends on the local configurations

of the initial state. Moreover, the finite-size scaling anal-

ysis demonstrates the existence of this peak in the ther-

modynamic limit [see the Supplementary Materials (SM)].
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Fig. 1. EA as a function of time with (a) ferromagnetic and

(b) antiferromagnetic states for different values of 𝛾 under

𝐻1. The insets show the peak of EA at different values of

𝛾. From bottom to top: 𝛾 = 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1.

Panels (c) and (d) show the peak value of EA, (Δ𝑆𝐿/3)max,

and the ratio of the late-time EA, Δ𝑆∞
𝐿/3

, to (Δ𝑆𝐿/3)max

as a function of 1−𝛾 for various initial states under 𝐻1. GS

denotes the value of EA calculated from the ground state of

𝐻1.

By analyzing Fig. 1, we identify that the late-time EA

Δ𝑆∞
𝐿/3 oscillates and does not approach zero. This is be-

cause the reduced density matrix of subsystem 𝑎 evolves

towards a canonical ensemble exp(−𝛽𝐻̂𝑎), where 𝐻̂𝑎 has

the same form as 𝐻̂ in Eq. (3), but acts solely on sub-

system 𝑎. Since 𝐻̂𝑎 includes symmetry-breaking terms,

[𝜌𝑎, 𝑄̂𝑎] ̸= 0, leading to a non-vanishing EA at long times.

In Fig. 1(d), we calculate the ratio of Δ𝑆∞
𝐿/3 to (Δ𝑆𝐿/3)max

with varying 𝛾. The late-time EA, Δ𝑆∞
𝐿/3, is obtained by

averaging Δ𝑆𝐿/3 over 2000 time points between 𝑡1 = 2000

and 𝑡2 = 40000. The results further confirm the over-

shooting behavior as the late-time saturating EA value is

much lower than the early-time peak value. This phe-

nomenon stems from the competition between symmetry

breaking and subsystem decoherence. Initially, the non-

symmetric Hamiltonian dynamically generates asymme-

try, causing EA to grow as symmetry breaking predom-

inates over decoherence. Later, symmetry breaking satu-

rates while decoherence becomes the sole governing factor

for EA evolution, driving EA toward a steady-state value.

The early-time peak emerges from the intricate interplay

between these competing effects. On the contrary, the

CV dynamics in this setting shows no evident overshoot-

ing pattern but instead directly grows to the saturating

values.

4. U(1)-Asymmetric Initial States with U(1) Non-

Symmetric Hamiltonian. Next we investigate dynamics

with U(1)-asymmetric initial states under 𝐻1 where EA

dynamics depends on both symmetry-breaking parame-

ters, 𝜃 and 𝛾. 𝜃 describes the symmetry breaking in the

initial state while 𝛾 describes the symmetry breaking in

the Hamiltonian. The interplay between these two pa-

rameters results in distinct behaviors in the EA dynamics.

This is illustrated in the schematic figures with varying

𝜃 and 𝛾 in Figs. 2(c) and 2(d). The colors highlight the
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Fig. 2. EA dynamics for (a) tilted ferromagnetic states and

(b) tilted antiferromagnetic states with varying 𝛾. The blue

curves correspond to 𝜃 = 0.2𝜋, and the red curves represent

𝜃 = 0.5𝜋. Panels (c) and (d) depict the dependence of early-

time EA dynamics on 𝜃 and 1 − 𝛾 for ferromagnetic and

antiferromagnetic states, respectively. When the parameter

is in the red region, EA can exceed the initial value, while in

the blue region, EA firstly decreases and never grows higher

than the initial value. All black dots are obtained through

numerical simulation. All calculations are based on 𝐻1.

tendency of EA at early times. The blue regime indi-

cates that Δ𝑆𝐿/4(𝑡) never exceeds its initial value for early

times, while the red regime corresponds to the situations

where EA can grow larger than its initial value at early

times. It is clearly reflected in Fig. 2(a), the initial growth

of EA at 𝜃 = 0.2𝜋 and 𝛾 = 0.8, 0.6 aligns with the red

region. For a fixed 𝛾, EA grows with weaker asymmetric

effects (small 𝜃) in the initial states or for a fixed 𝜃, EA

increases with stronger symmetry breaking effects (large

1−𝛾) in the Hamiltonian. Consequently, the early-time be-

havior of EA serves as a witness to compare the symmetry-

breaking strength hosted by the quantum state and the

Hamiltonian.

Another key feature of the early-time dynamics is the

emergence of QME, as shown in Fig. 2(a) for the symmet-

ric case 𝛾 = 1. The origin of this QME lies in the relatively

small 𝑍𝑍 term and gapless nature in the Hamiltonian. [42]

QME persists for ferromagnetic (antiferromagnetic) states

when 0.8 ≤ 𝛾 ≤ 1 (0.4 ≤ 𝛾 ≤ 1). We also report relevant

results for non-integrable Hamiltonian 𝐻2 in the SM, and

the results remain qualitatively consistent with those from

the case of 𝐻1, demonstrating the universal applicability

of conclusions in this Letter for Hamiltonian evolutions.

Our simulation on the other symmetry-breaking mea-

sure, CV, reveals that QME can also emerge for CV with

initial tilted ferromagnetic states, but only in cases of non-

symmetric evolution. The reversed monotonicity of CV

with respect to 𝜃 can persist even at late times. Table 1

summarizes the early- and late-time behavior of EA and

CV for different initial states. The distinction shows the

richness in characterizing symmetry breaking strength and

patterns.
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Table 1. The early- and late-time behavior of EA and CV under the evolution of 𝐻1 or 𝐻2 (0.5 ≤ 𝛾 ≤ 1). Crossing in EA

(CV) means when the time-evolution curves of EA (CV) for states with larger 𝜃 intersect with those for smaller 𝜃 at early

times. The right-up (right-down) arrow indicates that the late-time value is increasing (decreasing) with increasing tilted

angle 𝜃.

Ferromagnetic Domain wall Antiferromagnetic

EA (early time) Crossing for small 1−𝛾 Crossing for small 1−𝛾 Crossing for small 1−𝛾

CV (early time) Crossing for 𝛾 ̸= 1 No crossing No crossing

EA (late time)

CV (late time)

5. U(1)-Symmetric (Asymmetric) States with U(1)

Non-Symmetric Random Circuit. A schematic diagram of

the circuit architecture is shown in Fig. 3(a). The circuit

under consideration consists of 16 qubits. We evaluate the

EA at different 𝑃Haar, using an antiferromagnetic initial

state. We observe that EAs approach zero at late times, as

illustrated in Fig. 3(b). This behavior can be understood

in the context of quantum thermalization and informa-

tion scrambling, [61–64] where the reduced density matrix

of the subsystem is a fully mixed state for the random cir-

cuit cases, as long as the subsystem size does not exceed

half of the total system. Additionally, for all probabilities

chosen in Fig. 3(b), EAs reach their maximum after only

a few layers of unitaries. The rate of symmetry restora-

tion also depends on the initial state. In the SM, we find

that symmetry restoration occurs more quickly for antifer-

romagnetic or domain wall states than for ferromagnetic

states, due to the larger Hilbert space sector of the ini-

tial states in the former cases. In Fig. 3(c), we reveal that

the peak of the circuit-averaged EA, E[Δ𝑆𝐿/4]max follows

a power law with respect to 𝑃Haar for small 𝑃Haar.
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Fig. 3. (a) Schematic illustration of a non-symmetric random circuit with 6 qubits. Gates are arranged in the even-

odd brick-wall pattern. The blue and red rectangles represent U(1)-symmetric and random Haar gates, respectively.

The basis for the U(1)-symmetric gate is listed in the following order: |00⟩, |01⟩, |10⟩ and |11⟩. (b) The circuit-

averaged EA, E[Δ𝑆𝐿/4], as a function of time with the antiferromagnetic initial state at different values of 𝑃Haar. (c)

The peak value, E[Δ𝑆𝐿/4]max, as a function of 𝑃Haar. All three curves follow a power law 𝑦 = 𝑎𝑥𝑏. F: Ferromagnetic

state (𝑎 = 1.4, 𝑏 = 0.4); DW: Domain wall state (𝑎 = 2.7, 𝑏 = 0.8); AF: Antiferromagnetic state (𝑎 = 1.9, 𝑏 = 0.9).

Next, we examine the dynamics from U(1)-asymmetric

initial states, i.e., a tilted ferromagnetic state. We com-

pute the EA for both U(1) symmetry with 𝑄̂𝑎 =
∑︀

𝑖∈𝑎 𝜎
𝑧
𝑖

and 𝑍2 symmetry with 𝑄̂𝑎 =
∏︀

𝑖∈𝑎 𝜎
𝑧
𝑖 . As depicted in

Fig. 4(a), for 𝑃Haar = 0, we clearly notice the emergence

of QME in U(1) case. Surprisingly, we also find that the

QME appears in the 𝑍2 probe, which does not contra-

dict previous study [25] suggesting the absence of QME

in 𝑍2-symmetric circuits. Even though U(1)-symmetric

gates are also 𝑍2 symmetric, there is no off-diagonal cou-

pling between |00⟩ and |11⟩, leading to different thermal-

ization rates between two 𝑍2 charge sectors (𝑄𝑎 = ±1),

and thus resulting in QME. As we replace a portion of

U(1)-symmetric gates with random Haar gates, QME re-

mains evident with a finite number of random Haar gates.

However, when the circuit consists entirely of random Haar

gates, all charge sectors thermalize at the same rate af-

ter circuit averaging, and QME disappears. In this case,

the overshooting mechanism becomes apparent: EA curves

for all initial states (parametrized by 𝜃) converge to a
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Fig. 4. The circuit-averaged EA, E[Δ𝑆𝐿/4], as a function of

time for different values of 𝑃Haar. Blue: U(1) EA. Green: 𝑍2

EA. Panels (a)–(d) correspond to different values of 𝑃Haar.

(a) 𝑃Haar = 0, (b) 𝑃Haar = 0.3, (c) 𝑃Haar = 0.7, and (d)

𝑃Haar = 1, respectively.
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common finite value after a single gate layer, then decay

toward zero at late times. Overshooting occurs when this

transient value exceeds the initial EA of certain states—

particularly symmetric initial states.

6. Conclusions and Discussions. In this Letter,

we present a comprehensive study of subsystem symme-

try breaking within two frameworks: a non-symmetric

Hamiltonian evolution and a non-symmetric random cir-

cuit. Our simulation reveals that U(1) symmetry is al-

ways restored in the non-symmetric random circuit case,

regardless of the initial states or the density of symmetry-

breaking random Haar gates 𝑃Haar. On the contrary, sub-

system U(1) symmetry remains broken in the case of a

U(1) non-symmetric Hamiltonian.

In addition to the late-time results, the early-time dy-

namics of EA shows a universal and surprising feature of

overshooting. Specifically, the initial growth of EA can

reach a peak significantly higher than its late-time steady

value. This behavior is unexpected and is distinct from the

growth of entanglement or CV, another measure of sym-

metry breaking, where the value increases monotonically

to its saturating level without any evident overshooting.

Furthermore, for asymmetric initial states evolved under

non-symmetric Hamiltonians, the distinct and rich early-

time dynamics of EA (increase versus decrease) allow for

a direct comparison of the symmetry-breaking extent in

both the state and the Hamiltonian.

There are several promising directions for further ex-

ploration. For instance, studying the dynamics of symme-

try breaking in a non-unitary random circuit with mid-

circuit measurements [65–81] could offer valuable insights.

Additionally, examining the effect of symmetry breaking

in Hamiltonians that avoid thermalization such as many-

body localization systems [45,82–90] can provide a more uni-

fied picture of the understanding of symmetry-breaking

dynamics.
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